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Abstract. We discuss evidence for the existence of mirror systems in
the brain, including recent experimental results that demonstrate the
use of shared pathways for the observation and execution of reaching
and grasping actions. We then describe a brain based model of observa-
tional learning that explains the similarities and differences in levels of
activation of brain regions during observation and execution of actions.
We simulate a very simple paradigm whereby an actor performs an ac-
tion which is observed and then repeated by the simulated animal. We
discuss the implications and possible extensions of our model.

1 Background

1.1 Mirror Systems in the Brain

There is considerable evidence for the existence of “mirror systems” in the pri-
mate brain - areas activated both in the production of actions and observation
of those actions in others [BII2]. These were first discovered in the F5 region of
the monkey cortex (known to be involved in formation of grasping movements)
and inferior parietal and thought to be confined to those areas.

More recent studies [I1] (and unpublished data) have shown that mirror ac-
tivity in the brain is widespread, and substantial parts of the action execution
pathway are activated during observation tasks. In particular, the primary mo-
tor and somatosensory cortices (M1 and S1) are activated during observation of
movements. This suggests that our understanding of the motor actions of oth-
ers requires us to “mentally simulate” those actions using parts of cortical (and
possibly sub-cortical) circuitry that would be used for the production of these
actions [13].

While single cell recording studies examine monkeys, there is evidence from
imaging studies that similar mirror systems exist in the human brain - for exam-
ple, substantial evidence that viewing hand movements activates sensory cortex
1] and that viewing of speech activates speech production regions [I5].

1.2 Existing Models of Imitation

There are a number of existing models of imitation/observational learning.
Broadly, we can divide these models into two categories - those involving
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machine learning approaches and those that involve coupled forward and inverse
models for motor control. The models often address mirror neurons specifically,
rather than a particular focus on observational learning, but provide valuable
insight nonetheless.

Of the machine learning variety, examples include [T4] which uses a dynamical
systems approach to organise observation and execution of dynamical actions
and examines how these can share components, and [2], which uses evolutionary
algorithms to develop behaviour of agents which react to teaching agents by
generating outputs. For more details of computational mirror neuron models,
see [10] for a recent summary.

The coupled inverse/forward model approach is popular since it extends ex-
isting attempts to understand motor learning - see [16], [], [§], [3] for details
of how brain based motor control might operate. For examples of this type of
model see [6], the Mosaic model which is a well developed motor control model
extended to mirror neurons/imitation and [9] a model of infant grasp learn-
ing that makes use of motor control circuitry. The coordinate systems between
which these models transform are often not entirely clear. Some models suggest
a transformation from Euclidean space coordinates to joint angle coordinates
taking place in premotor/parietal areas, however experimental evidence for this
is lacking, and most data seem to suggest that coding in premotor cortices is
related to direction of action in Euclidean space [7].

Another interpretation of the concept of internal models is that, rather than
always necessitating a conversion from physical to muscle/joint space coordi-
nates, they are involved with the transformation of goal and current state to the
action necessary to achieve that goal. In this case, some of the role of premo-
tor/parietal regions in the transformation of current hand/arm state and desired
affordances on an object into direction vectors for movement could be considered
to be part of an inverse model system.

1.3 Problems to Address

The biggest questions to be answered by a model of neural activation during
observation are:

Why is there so much activation of brain regions associated with the execution
of movement during observation of those same movements?

In particular, how is S1, the primary somatosensory cortex, activated during
observation (since this area involves sensorimotor feedback, which is obviously
not present during observation)?

It seems reasonable to assume that part of the reason for extensive
co-activation of motor pathways during action and observation is that attempt-
ing to understand the movement observed requires use of the same circuitry for
executing movements. This may also explain why activation of motor regions is
not always seen during observation of reaching movements, since unless there
is sufficient reason to attempt to understand the movements, the brain circuitry
is not recruited.
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The activation of S1 is in some sense more puzzling, since it is considered to
be activated primarily by proprioceptive feedback from muscles, which does not
occur without execution of movements. One possible suggestion is that the region
is involved with preservation of “sense of self” during observation of movement
and general attribution of agency, but this does not explain how it is activated.
For there to be S1 activation during observation of movement, something must
be providing a substitute for proprioception, since muscles are not active. The
neural projection from M1 to S1 is a candidate for filling this role, and we suggest
this as a reason for the activation, as we will see below.

2 Model Details

Our model comprises several modules, here we describe their individual func-
tion. A diagram of the model can be seen in Figure [l Some of these modules
correspond to clearly identifiable brain regions (the visual system, M1 and S1 for
example), others, such as sensorimotor integration and extraction of affordances
correspond to several related areas.

Visual system. We assume that considerable low level visual processing takes
place before input to our system, such that inputs occur as processed spatial
coordinates. The visual system then allows observation of actions, determi-
nation of goal end points and observation of instructions to perform actions.

Vision

WM [«
Y

Visual Processing

Go signal

Object
representation

Affordances

t

Sensorimotor
integration

Muscles Proprioception

Fig. 1. Model structure details showing the connectivity of the regions used in the
model
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Object representations. Input from the visual system activates an object rep-
resentation in this module, each possible object occurring as a dedicated
single node (graded neuron).

Working memory. The WM serves to store the coordinates observed contact
points in physical space during observation of actions.

Action drive. The action drive provides the reason for which the simulated
animal performs an action. The drive arises from some presumed association
of goal end points with food rewards (based on previous training). The action
drive is modelled as a single graded neuron that is activated by the go signal.

Affordances. This module is involved in extracting affordances from objects,
based on the way the object is to be used, and the observed actions on the
objects. In this simple simulation, we assume that affordances take the form
of a contact point on the button to be pressed.

Sensorimotor integration. Here the target of movement (the contact point
generated by the affordances module) is integrated with sensory feedback
about the current position of the hand to form a motor plan to reach the
target. This output takes the form of a direction vector for movement to
M1.

M1. The primary motor cortex receives a movement plan from the IMC and
activates the IMC which generates suitable muscle movements from the plan.
We model it using a small population of graded neurons that can encode a
direction vector.

S1. Primary sensory cortex. It receives input from proprioceptive feedback (via
the forward model) to update the position of the arm based on known move-
ments. It also receives an efferent copy of the motor plan from M1. Like M1,
it is modelled using a population of graded neurons.

IMC. In the Inverse Model Controller a target direction vector in physical space
is converted into the muscle space movements necessary to carry out the
planned movement. This involves a conversion from the direction vector in-
put from M1 (coded in Euclidean space) to a code involving the joint angles
necessary to perform the movement.

FM. The forward model (FM) takes proprioceptive feedback from the muscles
and calculates how this updates the position of the arm. This information is
passed to the sensorimotor integration module via S1 so that it can update
the motor plan, involving a transformation from joint angle coordinates to
the consequent movement of the arm in physical space.

We can use the activation of the parts of the system modelled as graded neu-
rons to compare to experimental results (specifically M1, S1, the object represen-
tations, action drive and the affordances extraction network). It is more difficult
to make comparisons with non-neural simulated components (the sensorimotor
integration module, working memory and inverse and forward models), but we
can record when these components are used and generate activation levels based
on this usage.
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2.1 Identification of Brain Regions Modelled

We can consider which brain regions might correspond to some of the compo-
nents of our model. This allows us to compare to imaging data which include
activations, and also to make predictions. We can see these allocations in Table 1.

Table 1. Identification of model components with brain regions

Model area Brain region

Working memory Prefrontal cortex (PFC), parietal lobe

Object representations Superior Temporal Sulcus (STS), temporal lobe (TL)
Affordances Parietal lobe

Sensorimotor integration F5 and other premotor areas

IMC and FM Brainstem (possibly also cerebellar /striatal network)

3 Simulation Paradigm

We consider initially a very simple simulation paradigm. The environment con-
sists of an actor which contributes only by performing actions which can be
observed by the simulated learner. Both actor and learner have a simple rod-like
arm with a single joint of variable angle. The environment also contains a button
object which can be reached by both actor and learner by arm movement. We
assume that this object has some previously associated value (such as associa-
tion with a food reward) which causes it to be of interest to the learner. When
this joint reaches a certain angle #, the arm is in contact with the button object
and is considered to have reached it.
The simulation then consists of two stages:

Stage 1: The actor makes an arm movement terminating at the location of
the button. This action is observed by the learner, and we record the
activation of the various model regions. The learner also registers the
location of the button and the point of contact used.

Stage 2: The learner repeats the previously observed movement, terminating
at the button. Again we record activation of the model regions which
we can then compare to the observation phase.

The simulation sees the teacher’s actions from the point of view of the learner.
We assume that because our very simple model consists of a single arm only,
the issue of translating the actor’s movement into an egocentric perspective is
absorbed into some stage of visual processing.

These stages can be seen in Figure

3.1 The Simulation During Observation

During observation of action, the visual system passes on the observed object
to the object representation module, and the contact points to the working
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Fig. 2. Explanation of paradigm stages showing the simple actor and learner compo-
nents and the action involved

memory. The contact points from the working memory are integrated with those
generated by previous association of the object, and the result passes to the
sensorimotor integration module. This output from this is fed both to M1 (where
it is insufficient to actually cause muscle activation) which also activates S1.

3.2 The Simulation During Execution

During execution, the observed go signal is processed by the visual system and
then used to activate both the action drive and the goal module. The visual
system also activates the object representation module. The sensorimotor inte-
gration module combines information about the spatial location of the contact
points with sensory feedback about the current position of the arm and pro-
duces a direction vector for movement (by performing a target - hand position
calculation). This is passed to M1 and onwards to the IMC which converts it to
a suitable set of impulses to muscles. Sensory feedback from muscles returns to
the forward model, which calculates the change in arm position implied by the
proprioception, and passes this information to the sensorimotor feedback module
so the motor plan can be updated.

4 Results

To gain some idea of how well the model replicates experimental data, we can
examine activation levels of both M1 and S1 during observation and execution
phases. Since these are modelled as graded neurons, we can examine their acti-
vation levels to give an indication of that region’s output. Each of these has a
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short “rise time”, where the initial inactivity in the model M1 and S1 neurons is
raised by the periodic input from the sensorimotor feedback module, whenever
it recalculates the motor plan.

We are interested in comparing our results to those showing activations of
M1 and S1 under observation/execution, which can be found in [II] and are
reproduced here in Figure Bl
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Fig. 3. Cortical activity of S1 and M1 during both observation and execution (showing
percentage differences in activation) of reach-to-grasp movements, taken from [I1]. A:
Maps of activations in M1 (left) and S1 (right) showing execution of grasping (Er)
and observation of grasping (Or) compared to biological motion control (Cm). B: Per-
cent differences in activation over the anterior-posterior extent of M1 and S1 where
-10 is the anterior crown, +10 the posterior crown and 0 the fundus. Data use local
cerebral glucose utilisation (LGCU) values, and were recorded with the quantitative
14C-deoxyglucose method.

4.1 M1

In Figure[d we see how activation of M1 during execution of the action is higher
than activation during observation. Each 250ms, the motor plan is recalculated
and the direction vectors for movement are fed to M1 causing activation, this
being smoothed by the neuron’s response time. The higher activation during
execution occurs as a result of the action signal fed to M1.
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Fig. 4. Activation of our simulated M1 during both action observation and action
execution showing activity against time

4.2 S1

Figure Bl shows a similar pattern of activation for S1. S1 receives proprioceptive
feedback from muscles (via the forward model), which is why it is activated more
strongly during execution of actions.

S1 activation
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Fig. 5. Activation of S1 during observation and execution phases showing activity
against time

4.3 Sensorimotor Integration

We can consider what activation we expect from our sensorimotor region, by
considering its activation to increase when it performs a calculation, then to
decay exponentially over time between these events. We can see the results of
this process in Figure [0 - the peak activation level is similar during execution
to integration, although it begins earlier (due to the timing of movement versus
observation of that movement), and persists for longer.
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Fig. 6. Activation of sensorimotor region during observation and execution phases
showing activity against time

4.4 Summary

The results demonstrate activation of both M1 and S1 during the execution
phase of the simulation (as would be expected). They also show activations of
both M1 and S1 (at lower levels to the execution case) during the observation
phase, a more surprising result. These activations arise from the nature of the
model’s connectivity (which in turn provides predictions for experiment), as we
shall now discuss.

5 Discussion

An important component of the model is the capacity to simulate the sensory
consequences of an action that is being observed. This is the reason why activa-
tion of S1 occurs in our model during observation (a non-obvious result!), and
why there is greater activation during execution, since the input from simulation
of the action is added to proprioceptive feedback from muscles.

5.1 Comparison with Experiment - What Our Results Show

The primary areas we use for comparison here are the M1 and S1 regions. As
discussed previously, experimental results on monkeys show partial activation
of both M1 and S1 during observation of reaching and grasping movements. In
these results, M1 and S1 both show significant (above threshold) activity during
observation, as we can see in Figure[Bl When we compare these to Figures @ and
we see that our model also demonstrates similar lower (but above threshold)
activations for M1 and S1 during observation.

It is important to consider what the nontrivial aspects of the results are. Ac-
tivation of both M1 and S1 during observation of movement is an inherently
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surprising result and one replicated in our model. Although the reasons these
occur (the projection from M1 to S1 to activate S1, and the activation of the
sensorimotor system during observation) are relatively simple, they provide pre-
dictions for experimental verification (as we describe below).

5.2 Model Predictions

Since one of the key components of our model is the use of the projection from
M1 to S1 to activate S1 during the observation stage, we can consider what
might happen if that connection were interfered with. In particular, we predict
that no activation of S1 would occur during observation.

Another prediction given by our model is that the action drive signal is crucial
for the difference between activation of muscles during actual movement and
activation that does not cause movement during observation. This is our current
answer to the question of why no movement occurs during observation of actions
(since motor cortex is activated) - without the action drive there is insufficient.
Another possible explanation is that actual movement is inhibited in some way
(although since something must be causing this inhibition, these explanations
are similar in basic concept, although differ in mechanism).

5.3 Unanswered Questions and Extensions

Some data show that activation of M1 and S1 does not always occur for pure
reaching movements. Why this is the case is unclear. One possible explanation
is that, unless the movement is of interest (perhaps important to observe since
repetition will aid in obtaining a food reward), no attention is paid to the mo-
ment. This provokes an interesting question as to how attention interacts with
the system, which is an interesting direction for further study.

As mentioned above, we suggest the action drive as an explanation for cause
of actual movement. This explanation raises questions as to what controls this
action drive and to whether is operates directly by providing stimulation to
muscle controllers, or indirectly by releasing inhibition on muscles.

The existing model is very simple and open to several avenues of extension,
in particular more neurophysiologically realistic modelling of the sensorimotor
integration module. Currently this performs non-neural calculations based on
deriving the target vector from the target contact points and information about
current hand position. It may be possible to use a trainable network here, al-
though that would add a large degree of complexity. The F5 region of the brain
is thought to be involved (possibly along with other premotor areas) in the tar-
get - hand calculation, and it may be possible to examine further biological data
here to suggest suitable mechanisms.

Another possibility for extension is to a more complicated paradigm - a sim-
ple reach to a button position provides a basic demonstration of the model’s
operation. However, there is some question as to the difference in motor /sensory
cortex activation during the observation of reaching and grasping (vs. purely
reaching) movements. A paradigm involving full reaching and grasping (as sep-
arate movements) would allow us to cover this situation.
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6 Conclusion

Our approach is that of “functional modelling”, in that we assume certain func-
tional modules are needed for the overall process, and then relate to brain sci-
ence results to locate these functional modules in connected sets of brain mod-
ules. The set of modules are then simulated and compared to further details of
experiment.

In our model, the activation of M1 and S1 during both action and observa-
tion arises because the same cortical circuitry is activated in both situations
from visual input coupled with a need to understand the nature of the observed
movement. S1 is activated during observation because of the projection from
M1 (which is active as part of the process of observing movement in a manner
intended to extract information. Actual motor action occurs because an action
drive signal is necessary to provide sufficient motor cortex activity (and possibly
also to release inhibition of actual movement).

Our model extends existing research by providing an explanation for the un-
expected activation of motor and sensory cortices during observation of reaching
and grasping movements. We also provide a very simple experimentally testable
mechanism for the production of the activation of S1 during observation of
movements.
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A Appendix

A.1 Model Details

Parameters involved are given fully in Table 2.
The simulated M1 and S1 consist of simple graded neurons with membrane
potential obeying the equation:

av
Cdt :gleak(v_‘/leak)+l7 (1)

where [ is the neuron’s input current. Their output is sigmoidal in form:

1

1 + exp(_v/‘/scale) (2)

where Vcqie scales the rate of change of the sigmoid function.

The sensorimotor integration module is represented by a calculating machine
that provides a constant activation level when performing a calculation. When it
integrates the goal contact points with current sensory information, its activation
level is set to Actgspm;. It performs this transformation every tg,; ms, and when
it does so, its output becomes SM1,,; for t.q;. ms.

The action drive provides a constant current output I,.¢0n, when active. When
performing a movement, the muscles have a proprioceptive feedback signal that
translates to a current equal to Ip,,oprio Which is fed to S1.

A.2 Table of Parameters

Table 2 shows the parameters used in the model with units where applicable.

Table 2. Values of constants

Variable name Value units

Vvleak -70 mV
C 25 nkF
Greak 0.025 uS
Iaction 10 nA
Iproprio 15 nA
tsmi 100  ms
teale 50 ms
SM oyt 5 nA

Actsmi 1 n/a
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