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Introduction

Baire space consists of countable infinite sequence with a metric 
defined in terms of the longest common prefix [A. Levi. Basic set 
theory, Dover, 1979 (reprinted 2002)]
(The longer the common prefix, the closer a par of sequence)

Consider two floating point numbers with the first p digits 
identical.  Then what we call their Baire distance is 2-p.  This 
distance is an ultrametric. [see http://www.cs.rhul.ac.uk/~fionn/papers]
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It follows that a hierarchy can be used to represent the 
relationships associated with this distance.  

We address the issue of whether such a hierarchy is 
advantageous, computationally, for clustering large data sets.

We seek to find inherent hierarchical structure in data, rather 
than fitting  a hierarchy structure to data (as is traditionally used 
in multivariate data analysis).

We applied the Baire metric to Spectrometric and Photometric 
Red Shifts from the SDSS.
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Case of vectors x and y, with 1 attribute.  Precision: digits 1, 
2, ..., |K|

-   each coordinate can be is normalised (if needed), so is a 
floating point value.

-   we define dB(x,y) based on sharing common prefix in all 
coordinates.
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Definition:  a Baire space consists of countably infinite sequence 
with a metric defined in terms of the longest common prefix.

6 Ultrametrization through Baire Space Embed-
ding

6.1 Notation, Longest Common Prefix Ultrametric

A Baire space [20] consists of countably infinite sequences with a metric defined
in terms of the longest common prefix: the longer the common prefix, the closer
a pair of sequences. What is of interest to us here is this longest common prefix
metric, which additionally is easily seen to be an ultrametric. The longest
common prefixes at issue here are those of precision of any value (i.e., xij , for
chemical compound i, and chemical structure code j). Consider two such values,
xij and yij , which, when the context easily allows it, we will call x and y. Each
are of some precision, and we take the integer |K| to be the maximum precision.
We pad a value with 0s if necessary, so that all values are of the same precision.
Finally, we will assume for convenience that each value ∈ [0, 1) and this can be
arranged by normalization.

6.2 The Case of One Attribute

Thus we consider ordered sets xk and yk for k ∈ K. In line with our notation,
we can write xK and yK for these numbers, with the set K now ordered. (So,
k = 1 is the first decimal place of precision; k = 2 is the second decimal
place; . . . ; k = |K| is the |K|th decimal place.) The cardinality of the set
K is the precision with which a number, xK , is measured. Without loss of
generality, through normalization, we will take all xK , yK ≤ 1. We will also
consider decimal numbers, only, in this article (hence xk ∈ {0, 1, 2, . . . , 9} for all
numbers x, and for all digits k), again with no loss of generality to non-decimal
number representations.

Consider as examples xK = 0.478; and yK = 0.472. In these cases, |K| = 3.
For k = 1, we find xk = yk = 4. For k = 2, xk = yk. But for k = 3, xk #= yk.

We now introduce the following distance:

dB(xK , yK) =

{
1 if x1 #= y1

inf 2−n xn = yn 1 ≤ n ≤ |K|
(1)

The Baire distance is used in denotational semantics where one considers
xK and yK as words (of equal length, in the finite case), and then this distance
is defined from a common n-length prefix, or left substring, in the two words.
For a set of words, a prefix tree can be built to expedite word matching, and
the Baire distance derived from this tree.

We have 1 ≥ dB(xK , yK) ≥ 2−|K|. Identical xK and yK have Baire distance
equal to 2−|K|. The Baire distance is a 1-bounded ultrametric.

The Baire ultrametric defines a hierarchy, which can be expressed as a mul-
tiway tree, on a set of numbers, xIK . So the number xiK , indexed by i, i ∈ I, is
of precision |K|. It is actually simple to determine this hierarchy. The partition
at level k = 1 has clusters defined as all those numbers indexed by i that share
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Baire, or longest common prefix

6

An example of Baire distance for two numbers (x  and y) 
using a precision of 4

Baire distance between x and y:

dB (x4, y4) = 2!3 = |K| = 3

That is:

k=1 -> Xk = Yk   ->  4

k=2 -> Xk = Yk   ->  2

k=3 -> Xk ! Yk   ->  5!7

x  =  0 . 4 2 5 6

y  =  0 . 4 2 7 8
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Working with large data sets

- Working with large data sets presents a challenge by itself.

- We seek computational advantage by using a Baire metric.

- We seek a cluster-wise regression, based on measurement 
precision, which can be useful in many cases (i.e. calibration).
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BDB is a general-purpose embedded database engine available 
as a set of computer libraries  (APIs) to store and manage 
information.

BDB is: 
- very fast
- highly configurable
- highly scalable (up to 256 terabytes, individual record up to 4 gigabytes of data)

- available in many programming languages
- designed for concurrent access 
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Berkeley Data Base (BDB)
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Berkeley Data Base (BDB)

– Data persistence: Once a data base has been created, data is 
persistent on that medium; this is opposite to storing information 
on RAM. 

– Querying: BDB allows for a very simple matching and filtering, 
for example mathematical operators such as: +, !, <, =, >, etc. can 
be used without much worry about implementing data structures 
or program libraries to access this information e"ciently. 

– E!cient access:  In our case a Java program was created to 
analyse and filter the SDSS data. BDB allows for access to the very 
same data base with programs written in C/C++ or several other 
languages.

These are of particular importance when working with large 
data sets where e!cient filtering and retrieval is a must.
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Berkeley Data Base (BDB)

BDB stores data in a B-tree key/value like structure not 
limited to scalar values (e.g. integer and strings); a value can be 
an arbitrary string of bytes, and a key can be any string of 
bytes that serves as unique identifier. 

Working with Berkeley DB

– Environment: a directory that encapsulates related 
databases and BDB infrastructure. 

– Database:  a collection of data items that share: index 
structure, a key and a set of secondary indices. 

– File: contains one or more databases related to an 
environment. 
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BDB and Numerical Analysis

The first thing it is to export the data to BDB.

Having export our data to Berkeley data base we can start 
querying and analysing our data.
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Data characterisation

We have taken a subset of 
approximately  0.5 million data 
points from the SDSS release 5 
[see D’Abrusco et al]:

Declination (DEC), 
Right Ascension (RA),
Spectrometric, 
Photometric 

Dec vs RA are shown in the 
figure.
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SDSS and Baire clustering
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We seek to find inherent hierarchical structure in data, rather 
than fitting a structure to data (as is traditionally used in 
multivariate data analysis).
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The data, Spec. vs. Phot.
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Local linear fitting
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Density plots
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Second and third decimal digit
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First digit and first decimal digit
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Prefix-wise clustering
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prefix No %

1 76,567 17.28 % 

2 270,497 61.06 %

3 85,911 19.39 %

4 8,981 2.02 %

5 911 0.02 %

6 90 0.0009 %

7 4 -

442,961 100 %
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Benford’s Law

Since we are working with digits precision we look into 
Benford’s Law, to see if the data complies with it.

One may think that digits are distributed approx. equally, but 
it has been shown that digits follow the frequency 
distribution  log(1 + 1 / d).

Benford’s Law has been used in a number of cases to detect 
data abnormalities and even fiscal fraud. 
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Benford’s Law
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Final remarks

- Based in prefix number precision we have shown that it 
is possible to find a mapping between the analysed data.

- Baire metric allows fast data clustering and processing

- BDB allows speed, scalability and flexibility when dealing 
with large data sets.
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